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Abstract

Depression and anxiety are highly prevalent and often under-detected in clinical
interviews. This project develops a Large Language Model (LLM)-based Mental
Health Interview Support System that uses real-time transcription, role
recognition, and emotion detection to flag key patient statements. A fine-tuned
DeepSeek Reasoning Model 1 (DeepSeek-R1) with Retrieval-Augmented
Generation (RAG) scores utterances according to the Patient Health
Questionnaire-9 (PHQ-9) and the Generalized Anxiety Disorder 7-item scale
(GAD-7), linking text to diagnostic items for transparent results. A working
prototype shows the feasibility of real-time, explainable symptom analysis, with
plans to expand to multimodal signals such as facial expressions and heart rate.

Research Objectives

e Apply LLMs for mental health assessment.

e Combine PHQ-9 and GAD-7 with interview analysis.
e Provide dynamic, contextual symptom insights.

e Support transparent clinical evaluation.

Methodology

e Iranscribes interview speech with Whisper and translates when needed.
e Uses role recognition to separate patient and clinician speech.
e Detects negative/affective content with emotion classification.

e Analyzes flagged sentences using fine-tuned DeepSeek-R1 (LoRA) trained
on PHQ-9/GAD-7.

e Integrates DSM-5, ICD-11, and questionnaires through RAG for knowledge
grounding.

e Outputs structured scores and explanatory text linking utterances to PHQ
items.

e Enables transparent clinical assessment (Figure 1).
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Figure 1. System Architecture for LLM-based Clinical Interview
Analysis
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Prototype Demo

A prototype demonstration of the proposed system was developed, as shown in Figure 2.
The demo interface integrates real-time speech transcription, role recognition, and
negative sentence detection. Flagged patient utterances were processed by a fine-tuned
DeepSeek-R1 model with RAG support, generating sentence-level analyses linked to
PHQ and GAD items. The system produced a structured dialogue history and an
explanatory summary report. These results illustrate the feasibility of combining LLM fine-
tuning and retrieval-augmented reasoning to deliver transparent outputs, while serving as
an initial proof-of-concept for clinical applications.
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Figure 2. Prototype Demo Interface with Scoring and

Explanatory Outputs
Future Work

Future development will extend this system into an LLM-based multimodal assessment
platform, combining speech and prosody, text, facial expressions, eye blinks, and heart
rate. This integration aims to capture subtle behavioral and physiological signals,
providing clinicians with richer, transparent, and personalized mental health evaluations.
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